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PRINCIPAL COMPONENT ANALYSIS IN THE FORECASTING
BANKRUPTCY OF ENTERPRISES

Bankruptcy forecasting is one of the most studied subjects in accounting and finance. There are
numerous articles, books, and research on finding the best method to predict possible future financial
problems. This article examines Altman's (1968) multidimensional method, or Z-score, is one of the most
ancient methods of predicting bankruptcy.

But given the fact that the economic situation in Ukraine is just beginning to stabilize, bankruptcy and
liquidation of enterprises may destroy newly formed economic relations, which will lead to destabilization of
the economy. In this regard, the problem of bankruptcy as a system of measures to remove an entity from the
financial crisis is becoming more urgent. Insufficient and incomplete legislative and methodological
normative framework for bankruptcy and the lack of a single coherent methodological tech approach to its
financial and economic content and constrain the mechanism of implementing measures for bankruptcy in
Ukrainian enterprises.

Keywords: Altman's Z-score, bankruptcy forecasting, multidimensional method, solvency, insolvency,
diagnostics, enterprise, monitoring, principal component method.

Introduction. Bankruptcy forecasting is one of the most studied topics in finance and
strategic management. The number of methods used to predict bankruptcy is huge, beginning with
the Beaver method. Using one-factor ratios and moving on to recent studies such as logistic
regression or hybrid models. Only one model has created countless articles, studies, and even books
that have been produced with the primary purpose of developing them, and are now mostly trying to
bring the oldest models closer to the 21% century. Although the new methods appear consistent, it
seems that models developed in the mid-late 1900s have retained their positions in the top most
popular.

Literature review. Bankruptcy models refer firms to one of two groups: a “good firm” group,
which is likely to pay off any financial obligation; or a "bad firm" that is unlikely to pay any
financial obligations [4]. Bankruptcy forecasting literature dates back to the 1930s, with the
beginning of previous research on the use of the analysis factor to predict future bankruptcies
[3]. Until the 1960s, prediction methods focused only on studies and formulas with a one-to-one
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ratio. The most recognizable for them is Beaver's original single method (1966). After that, models
have developed multidimensional methods, of which the most recognizable is Altman's
multidimensional Z-score (1968). The number of ratios in multidimensional formulas varies from
two to 57.

Some aspects of corporate bankruptcy have been thoroughly covered in contemporary
economic literature. This applies, in particular, works of I. O. Blank, V.O. Vasylenko, E. M.
Andrushchak, T. G. Ben, L. O. Ligonenko, S. B. Dovbnya, N. Y. Demyanenko, C. V. Kalambet, M.
M. Makarenko, A. M. Poddyerohin, V. P. Savchyk, J. L. Sazonets, O.O. Tereshchenko, S. Y.
Salyga, A. M. Tkachenko and others. Thanks to the work of these scientists, the basis for further
scientific research was created.

The purpose of this article is to answer the question of the possibility of modifying Altman's
Z-account in such a way that it could be applied to the conditions of Ukraine. Apply the
mathematical apparatus proposed in the work to the calculation of the numerical values of the
coefficients of the model Z-calculus. You should also analyze, use factual data from company
records to build the model and the ability to use the Z-account model to monitor the financial
condition of enterprises that are in accordance with the current rules for assessing bankruptcy risk.

Result and discussion. Given the relatively high incidence of bankruptcies occurring by both
publicly traded companies and private firms around the world, and the threat to suppliers and other
stakeholders that rely on the solvency of firms for their own success, a reliable bankruptcy model
with an ongoing predictable power is important business environment [5]. This underlines the
importance of finding and possibly updating useful methods and models for bankruptcy
forecasting. Not surprisingly, bankruptcy forecasting is such a well-studied field. Having a working
method of bankruptcy forecasting is an important tool for a company. If future financial problems
are identified in a timely manner, it can help save the company from another bankruptcy. For this
reason, it is extremely important for researchers to develop models to obtain the most accurate
results.

However, not only corporations use bankruptcy forecasts as a source of information about a
company's financial future. Banks and other investors use this data as an information source when
looking for and making new and viable investments. Lenders also gain useful knowledge of this
data when considering their investments. As forecasting methods evolve, banks also benefit by
receiving more detailed and accurate information about possible investments and making more solid
investment decisions.

Predicting corporate failures is also important at different levels of the economy. For example,
the bankruptcy of a medium-sized business in a small town is a major blow to the community
economy. People who work for the company are losing their jobs and unemployment is rising. The
community collects less taxes and is more likely to collect more debt. Other parties affected by
these bankruptcies may be, for example, accounting firms that risk lawsuits if the auditor failed to
notify the company in time of possible financial problems.

A popular way for lenders and investors to seek knowledge of the financial status of possible
new investments is through credit rating agencies. These ratings tend to be more reactive than
predictive, so it is more important for researchers to develop more accurate quantitative models of
bankruptcy forecasting [6].

Bankruptcy is mostly predicted using the financial statements of companies. The basic idea
behind this is that the differences between closed balance sheets of healthy and bankrupt companies
and the ratios generated from these figures are significant. There is a small amount of research that
uses qualitative information in addition to financial statements. [1].

Bankruptcy models are of two types: parametric and non-parametric. The most used
parametric models are multivariate discriminant analysis (MDA) and logistic analysis (LA). MDA
classifies companies into two groups: healthy and depressed. The classification is based on the
financial characteristics of companies that are calculated by financial ratios. A discriminatory score
allows you to classify two groups. Logistic analysis, on the other hand, takes into account the
profitability of a company failure. The difference between the two is that logistic regression
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requires a logistic distribution [7]. Parametric models focus on the symptoms of bankruptcy and can
be monotonous or multivariate, the variables of which are mainly financial ratios [2].

Edward 1. Altman was the first to develop a multidimensional bankruptcy forecasting
formula. His research was conducted with 66 companies, half of which went bankrupt and half
healthy. Bankrupt companies have been going for quite a long time, because the data was not as
readily available as it is now. Altman used only manufacturing companies for his research, making
the original Z-score best used for manufacturing companies.

Altman began his research to find the right relationships. These ratios showed the largest
changes between healthy and bankrupt companies. He started with 22 original financial ratios.

After conducting this part of the study, Altman ended up with five coefficients that he
believed were most effective in trying to calculate the most informative Z-score. The coefficients
were chosen by the appropriate ratio and how well they worked together under different formulas
instead of their individual performance.

Finding a relation, Altman drew a linear function, also known as a Z-score. Its function
consists of a weighted sum of financial ratios. The weights used were evaluated by statistical
discriminant analysis. The calculation formula is given below:

Z =0.012X, +0.014X, +0.0333X, +0.006 X, +0.999X (1)
in which,
X1 = net working capital / full capital;
X2 = retained earnings / full capital,
X3 = earnings before interest / full capital;
X4 = market value of equity / book value of debt;
Xs = sales / full capital.

Altman also specified, that only the first four ratios are used as percentages, and the last one is
to be used as a natural number.

The results are classified into three groups. First the healthy companies, which get values at
and above Z=2.99. The second group is the bankrupt companies, or companies with a high risk of
facing financial distress, which get values at or less than Z=1.81. The third group is the so-called
“grey area”. Companies in this grey area get a value for Z which falls between 1.81 and 2.99. These
companies, according to Altman, do not have as easily classifiable financial future as the ones
falling directly for either healthy or bankrupt values.

All of the five ratios have an area of financial stability that they measure. The first ratio X
measures liquidity. Altman had all in all three different ratios which he studied for the purpose of
measuring liquidity, out of which he found the net working capital / full capital to be the most
suitable.

The second ratio X2 measures a company’s long-term profitability. For long-term profitability,
retained earnings is a good fit, as it is a part of the company’s equity that is not divided to the
shareholders. The long-term profitability ratio takes into notice the age of the company, which
means that it classifies new companies highly sensitive for bankruptcy. This is not necessarily any
different from reality, as new companies do tend to have a higher bankruptcy-rate.

The third ratio X3 measures the profitability of a company relative to its total assets. As the
main purpose of a company is usually to generate revenue and have high return on capital,
excluding non-profit organizations, this ratio is ideal for the purpose.

The fourth ratio X4 measures the financial solidity of a company. Out of all the five ratios, this
is the only one which uses the market value of the asset, in this case equity. This makes the original
Altman Z-score only applicable for publicly traded companies. Later on, Altman modified the
formula to create a version which would be applicable for also private companies. This new Z-score
uses book value of equity instead.

The fifth ratio Xs shows how well a company uses its personal capital to generate sales. A low
result on this tells that the company has not been able to raise its market share [8].
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In the 1960’s Altman’s research was a major leap forward. It was a highly appreciated
discovery that bankruptcy prediction could be done using scientific measures. Altman’s
multivariable formula is able to predict bankruptcy up to two years prior of any visible financial
distress. In his initial testing, Altman found his research to be correct approximately in 72% of the
cases. In his testing he found two types of errors that occurred: Type | (false positives) and Type Il
(false negatives). The percentage of type Il errors was only 6%.

Altman used only industrial companies in his original research, and this seems to affect the
formula that he mostly works only for similar companies. This is one of the difficulties of
predicting bankruptcy using scientific methods; it is difficult to create a model that is generally
accepted. Especially financial companies are advised not to use this formula.

Altman also received criticism when considering his data collection methods. The financial
data he used in his research were collected over a 20-year period. At the time, though, it was a
necessary act because getting the information you needed was a daunting task.

According to the results of these studies, it is proposed to use the principal component method
to determine the level of financial and economic status and the degree of bankruptcy of industrial
enterprises.

The proposed model can be represented in the following form: let the given (pxn) matrix be

the observations of a random vector variabIeX:[xl___xp]' with a vector of averages
pix =Lat s ty] and a covariance matrix Kx that determines the structural dependence between the
variables X, i=L..,p- It is necessary to find a linear transformation that allows to obtain a

concise representation of the original data by a smaller number of variables without significant loss
of the information contained in the initial matrix. Let's turn these observations(px p)into an

orthogonal matrix of appearance:
D =[p...0,] (2)
where o =[¢;;...05;1.(j =1...p) is the system of p-dimensional orthonormal vectors, that
is, for scalar product rightly

_ [1withi = j, 3
(¢i’¢j)_{0withi¢j. ®)
Then we obtain a random vector variable Y with uncorrelated components
Y =[Y..Y,] = oX 4)
where Y; there is a linear combination of the coordinates of the features X pJ=l..p

It follows from (3) that ®d =d d=Tand ® =P,
The covariance matrix of data X (by definition):

K, = M{(X — ,)(X — 1,) } (6)
The determinant [k, |of the covariance matrix|k | is called the generalized variance of the X

data matrix .
The covariance matrix Ky of a random vector variable Y is defined by the expression

Ky =M{(Y = 22 )(Y = p2y) 3= M{D(X — 11, )(X = p1y) D } = @)

= OM{(X - 1 )(X - 11) 3 = DK,
Since Kx and @ they are square matrices, the determinant of the covariance matrix Ky is equal
Ky|=|oK = |oa|K,| =K, (8)
that is, the generalized dispersions of the matrices X and Y are equal.
The best possible orthogonal transformation is to ensure as little redundancy as possible. This
means that the matrix Y must have uncorrelated components Yj, j=1...p- In other words, the

matrix Ky must be diagonal
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: 2 2
K, =diag[oy, ,....07 ] ©)
where 05_ - the variance of the j-th component of vector random variable Y . Denote
]

2 :

/IJ zgyj , J =1,___’ p then
Assume that the variances are ordered. If not all A; are equal, then the matrix Y can be
compressed by discarding the components, neglecting small variances. Suppose Y, — (nx1) that the
vector is the first principal component of the matrix X : vy, =3P o % - Let’s find the variance of

this principal component 57, = oK ¢, = Yl oo MI(Xy — p)(Xy - )1

Will require that the first component Y1 has the greatest variance if the orthogonality of the
vectors O'i of the matrix @ is preserved . Then the problem of finding the best transformation is

reduced to finding the maximum of the function »?2 under the condition (01, 0,) = z]P:l(pfj =1.

To solve this optimization problem, a Lagrange function is usually introduced
L(p) = oK = (o 1) (11)
where /4, is the Lagrange multiplier. To obtain the necessary condition of the extremum by equating
to zero the private derivatives oL /0¢;:
oL
= 2Ky — ) = 2K — Aa)r =0 (12)
op
where | - is a unit matrix. Since we are only interested in the solutions under which ¢; # 0, then the
condition on the determinant must be satisfied
Ky —A1]=0 (13)
This implies that A; there is an eigenvalue of the Ky matrix and ¢, an eigenvector
corresponding to that number . Expression (12) can be rewritten as K, ¢, = 41, .

Multiplying from left to (01' and considering relation (2), we obtain the following formula:
oK P = oo =2 (14)
The left-hand side of equality (14) is 051 , and since the maximization x. problem is solved,

Ay there is therefore a maximal eigenvalue of the matrix K. To find the second major component
Y, =¢p,x Will demand fulfillment of two conditions - the conditions of normalization
(p202) = > P @5 =1, and orthogonality conditions: (¢, 0,)=0. The vector is now defined to be

maximal when the two conditions are met. This task requires the use of two Lagrange multipliers
Ay, 8 - TO maximize expression

02K 305 = 2o (0202 = 1) = Bl =) (15)
Taking a derivative of expression (15) and equating it to 0, we find that, by condition (2), that
p=0. Considering normalization condition, obsessed 1, which is the second largest eigenvalue Kx

matrix equal dispersion of the second main component 1, :(752 , and ¢, - the corresponding

eigenvector. The process is repeated until all eigenvalues are found and their eigenvectors
associated with them are variances and coefficients of linear combinations of the principal
components.

In terms of geometric interpretation, orthogonal transformation is the rotation of the
coordinate system of a p-dimensional vector space around the origin. The total variance of the

components of the vector quantity Y is equal ZLU?] =trM{(Y—py)(Y—yy)'}ztrM{QJ(X—yx)(X—yX)'CD'},
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using the property of the trace of the product of matrices, we have:

Do, =tM{(X - ) (X = p,) @O} =trK, =3P 0%
p _ _
or P A =tk =trK, (16)

where trK , ,trK , are the traces of the matrices Ky and K .

The relative contribution of a component to the total variance of a random vector variable Y;j is

equal:
oy, A 4 (17)

jP:lG)Z’j ) jp:lﬂ’j :trKX
The resulting conversion maximized the dispersion of the first components Y;j, called principal
components , to provide the best compression.

For the i-th principal component we have Y; = gpi'Xi where @; the eigenvector corresponding
to the eigenvalue 4, of the matrix Kx . The importance of the i-th major component is determined by

its contribution to the overall variance
2

o, _ 4 (18)
p 2 P
i=1%y; =1t

Orthogonal transformation does not change the overall variance. If we limit r to the first

components, then their share in the total variance will be Y4 residual variance will be equal
p
jzl/lj
?_rﬂﬁj . Thus, the variance of the residuals is equal to the sum of the variances corresponding to

the discarded components of the vector Y , and this is true for any orthonormal transformation.

This compression criterion is called dispersion. To use this method, you need to find the
eigenvalues of the matrix Ky , arrange them in descending order, select the number of components r
that will provide a given fraction of the residual dispersion:

2 E)=F+l/lj Z?=r+12’i (19)

Tox TR, 5P
P x j=12’j
You can use the dispersion criterion for sequential selection of components . The decision on
when to stop the component selection procedure depends mainly on what is considered to be a small
fraction of the variance. This technique allows to obtain p models of the form:
Zi = CitX1 + CipXo +...+ CipXp, i=1,2, ... p. (20)
From the models obtained, you must select one or more and bring them to a linear
appearance. Given that the vector Z;i is the eigenvector of the correlation matrix Ky, which
corresponds to the eigenvalue of 4; , there are two options for solving this problem:
1). If the eigenvalue of A1 is much larger (predominant), the remaining numbers 12, 13, Ap ,
then the first principal component is chosen as the determinant model of Z:

Z1 = C11X1 + C12Xo +...+ CypXop, (21)
2). If not one of the numbers i is not dominant, then the model will take the form:
/= AlZl + AZZZ +...+ Apr, (22)

where, Z1, Z», Z, are the main components of the correlation matrix Ky , which are calculated by the
formula (19), A1, A2, Ap are the values to be determined.

Since eigenvectors Z1, Z2, Zp correspond to different size eigenvalues 11, 12, Ap, then as A1, A4z,
Ap advisable to use values A1, 12, 4p. Then the Z-score will take the form:

Z =C1X1 + CoXo +...+ CpXp, (23)
where C1, C2, Cp are determined by the formula:
Ci =1Ciy + 12C2 +...+ 4pCip (24)

Such an algorithm allows not only to obtain the model itself, but from the coefficients that are
included in it to choose the most significant ones. If the value of a number 4; is very small, then the
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corresponding coefficient can be excluded from the model without compromising its accuracy.

Let’s demonstrate the application of the principal component method to construct an analogue
of the Altman model on practical statistics. For example, let's take several enterprises in the same
industry. Model will include the following parameters: return on investment (ROI) - X1 , earnings
per share (EP) - Xz, return on assets (ROA) - X3, quick ratio (QR) - X, cash to total assets (CTA) -
Xs, debt ratio (DR) - Xs (Table 1).

Table 1
Financial indicators of the enterprises of the Kirovograd region
Enterprises | ROl | EP [ ROA | QR | CTA | DR
Year 2016
LLC Dobrovelichkivka Cannery -0,587 | -0,105 | -0,106 | 0,794 | 0,509 | 0,292
PrJSC Dolinsky bakery 0,981 | 0,201 | 0,201 | 3,062 | 0,516 | 0,872
PJSC Kirovogradolia 0,017 | 0,008 | 0,006 | 1,024 | 0,727 | 0,439
PJSC Novoarhangelsk cheese factory 8,235 | 0,092 | 0,069 | 2,012 | 4564 | 0,676
PrJSC Alexandria Bakery -3,221 | -0,168 | -0,149 | 0,543 | 1,856 | -0,094
PJSC Svetlovodsk butter and cheese plant 0,118 | 0,009 | 0,009 | 3,467 | 0,901 | 0,226
Year 2017
LLC Dobrovelichkivka Cannery -0,159 | -0,014 | -0,015 | 0,903 | 0,541 | 0,137
PrJSC Dolinsky bakery 0,428 | 0,057 | 0,057 | 1,696 | 0,635 | 0,632
PJSC Kirovogradolia 0,018 | 0,009 | 0,004 | 0,683 | 0,322 | 0,800
PJSC Novoarhangelsk cheese factory 6,765 | 0,048 | 0,036 | 4,478 | 3,977 | 0,215
PrJSC Alexandria Bakery -4,597 | -0,144 | -0,137 | 0,592 | 1,120 | -0,198
PJSC Svetlovodsk butter and cheese plant 0,470 | 0,018 | 0,018 | 2,140 | 1,567 | 0,125
Year 2018
LLC Dobrovelichkivka Cannery -0,526 | -0,034 | -0,036 | 0,879 | 0,297 | 0,063
PrJSC Dolinsky bakery -1,588 | -0,412 | -0,412 | 1,526 | 2,016 | 0,808
PJSC Kirovogradolia 0,001 | 0,001 | 0,000 | 0,786 | 0,125 | 0,819
PJSC Novoarhangelsk cheese factory 10,118 | 0,070 | 0,053 | 1,561 | 4,809 | 0,068
PrJSC Alexandria Bakery -2,890 | -0,079 | -0,079 | 0,479 | 1,174 | -0,260
PJSC Svetlovodsk butter and cheese plant 1,196 | 0,048 | 0,046 | 1,704 | 1,496 | 0,144

Source: calculated by the author [18].

Using the principal components method for existing data calculating the covariance matrix are
presented in Fig. 1

14.6858 0.2689 0.2389 21915 44717 0.2848
0.2689 0.0171 0.0166 0.0612 0.0196 0.0079
0.2389 0.0166 0.0161 0.0575 0.0113 0.007

Kx'= 21915 00612 0.0575 12508 0.6455  0.0817

44717 0.019 0.0113 0.6455 21426 —0.0654

0.2848 0.0079 0.007 0.0817 —0.0654 0.1347

Fig. 1 Covariance matrix

The calculation of the eigenvalues of the covariance matrix Ky of transformed data are given
in the Table 2.
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Table 2
Calculated the eigenvalues the covariance matrix Ky of transformed data
- . . . . Degrees of
Coefficients Eigenvalue Variance Cumulative Chisq Freedom
Return on investment 16,471 90.27% 90.27% 323,823 20
Earnings per share 0,933 5.11% 95.38% 195,628 14
Return on assets 0,734 4,02% 99.41% 179,704 9
Quick Ratio 0,096 0.53% 99.94% 122,301 5
Cash to total assets 0,011 0.06% 100.00% 83,2209 2
Debt Ratio 0.000 0.00% 100.00% 0 0

Source: calculated by the author using OriginPro 2017.

A necessary condition for finding Z-model coefficients is to find the eigenvalues of
eigenvectors. The calculations gave the following results are presented in Table 3.

Table 3
The eigenvalues of eigenvectors of Z-model coefficients
Coefficients C: C Cs Cs Cs Cs
Return on investment 0,9417 -0.037 -0.320 -0.067 -0.065 0.002
Earnings per share 0,0163 0.045 -0.071 -0.138 0.684 -0.710
Return on assets 0,0144 0.045 -0.069 -0.140 0.691 0.703
Quick Ratio 0,1485 0.926 0.341 -0.032 -0.036 0.000
Cash to total assets 0,3005 -0.350 0.854 0.189 0.142 -0.001
Debt Ratio 0,0159 0.111 -0.200 0.958 0.166 0.000

Source: calculated by the author using OriginPro 2017.

Based on the calculations, obtained six equations that are presented in a compressed form, so
the studied coefficients were optimized. The selection criterion and the possibility of simplification
of the required model are sought due to the dominant eigenvalue of the vectors of the covariance
matrix Ky of transformed data. Since the eigenvalue of 11 = 16.471 is much outweighed by the
following eigenvalues A2, 13 ... 16, then as a model we get the equations of the form:

Z=0,9417X1 + 0,0163X2 + 0,0144X3 + 0,1485X4 + 0,3005Xs5 + 0,0159Xe (25)

To determine the limits of the model (determination of interval values of the Z-model), which
gives a direct characteristic of the threat of bankruptcy of enterprises, it is necessary to determine its
value by the method of expert assessments.

Conclusions. Bankruptcy forecasting has paid much attention in recent decades to the
accounting and finance literature. The main reason for developing new bankruptcy forecasting
formulas was usually to improve the accuracy of these methods. Because there is no single theory
of bankruptcy, research is largely based on empirical research for better predictions or statistical
methods.

These results have some practical implications. Banks and other stakeholders who use
bankruptcy forecasting formulas should modify them to meet the specific financial market. Models
developed in one country over a period of time do not necessarily work in other countries and other
time periods. Future research should also pay more attention to the development of bankruptcy
forecasting models for further placement in different environments.

A coefficient analysis of the financial condition of enterprises is one of the most common
methods and, in a certain sense, the classical method. It has a number of advantages and
disadvantages, which are widely described in the economic literature. However, interest in such an
approach in the implementation of economic analysis is constantly increasing.

Current trends in the theory and practice of financial analysis are associated with the problem
of modifying the system of existing coefficient methods and the coefficients themselves in order to
bring them into a form convenient for making adequate management decisions in the field of
financial monitoring.
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BUKOPUCTAHHA METOAY I'OJIOBHUX KOMIIOHEHT B ITPOI'HO3YBAHHI
BAHKPYTCTBA HIAITPUEMCTB

Ilpoonema. Ilpocnosysanns b6ankpymcmea — 0OHA 3 HAUOIIbUL OOCHIONCEHUX mem )y Qinancax ma
cmpameziunomy ynpaeninti. Kinekicme memoois, wjo 3acmocogyromscs 0isi RPOSHO3Y8AHHA OAHKPYMCMEd, €
genuyesHo, novuHaouu 3 memody bieepa (1966 p.) Buxopucmanus o00HO3MIHHUX KoeghiyicHmis ma
nepexody 00 OCMAHHIX 00CTIONCEHb, MAKUX K N02ICMUYHa peepecis abo 2iopuoni mooeni. Tinvku Onst 0OHIel
MOOei CMBOPEeHO He3NiueHHY KilbKicmb cmamell, 00CHi0NHCeHb | HABiMb KHUE, 8USOMOBIEHUX 3 OCHOBHOI
Memoro ix po3pobKu, | HUHI 8 OCHOBHOMY HAMA2AIOMbC HAOIUUMU HAUOAGHIWI Moderi 0o 21 cmonimmsi.
Xoua HO8I MemoOu 6u2a0ame NOCIIO08HO, Alle 30A€EMbCS, WO MOOei, po3podaeHi 6 cepeduni kinysi 1900-x
PpoKis, 30epicatomsb c80i no3uyii @ moni HAUOILIbW NONYIAPHUX.

Memorw cmammi € 8i0nogi0b HA NUMAHHA NPO MONCIUBICNb MOOUQixkayii Z-paxyHky Arbmmana
MAKUM  YUHOM, W00 3'26UNAC MONCIUGICMb 11020 3ACMOCY8aHHs Oasi yMo8 YKpainu. 3acmocyemo
3aNPONOHOBAHULI 8 POOOMI MAMEeMAMUYHULL anapam 00 PO3PAXYHKY YUCETbHUX 3HAYeHb Koeghiyienmis
mooeni  Z-paxyuxy. Taxoowc cnio npoauanizygeamu, GUKOpUCMOBY8amu (GAakmuyni Oawi 3 001IKOBUX
00KYMeHmié NiONpueMcmes 0Jist Ho6Y006U MOOETi Mad MONCIUBICIb SUKOPUCTAHHS MOOeN Z-PAXYHKY 05
MOHImMOpUH2y (BIHAHC08020 CMAHY NIONPUEMCMS, WO 6X00AMb Y GIONOGIOHOCHI 3 OIIOYUMU NPABULAMU
OYIHKU NIAMOCNPOMONCHOCI 8 2PYNY PUSUKY OAHKPYMCMEA.

Pesynomamu. Bpaxosyiouu 6iOHOCHO 6UCOKY 4Yacmomy OAHKpYymcmes, wo 6i00yeacmuvcs 5K
0eporcasHUMU KOMEPYItHUMYU NIONPUEMCMBEAMU, MAK | NPUBAMHUMU QipMaMU O 6CbOMY CEImY, ma 3a2po3y
0151 HOCMAYANbHUKIE MA THWUX 3aYIKABIEHUX CMOPIH, SKI NOKIA0AOMbCA HA NAAMOCHPOMONCHICb (ipm
07151 NACHO20 YCRIXY, HAOTUHOK MOOELI0 OAHKPYMCIEA 3 NOCMIUHOK NPOSHO308AHOI0 CUNOK € BANCTIUBE OIS
cyuacnozo bisnec-cepedosuwya. bankpymemeo 30e6invuioco npocHo3yemvpcs, BUKOPUCOSYIOUU DIHAHCO8Y
36IMHICMb KOMNAHIU. ATbmMMaH 8UKOPUCHOBYBAE Y CBOIX OPUSIHATbHUX OOCHIONCEHHAX AuUue NPOMUCTIOBE
KOMRaHii, i, cxodice, ye 6NAUBAE HA (OpMYTy mMo2o, wo GiH 30e0inbulo2o npaytoe auue O0Jid NoOIOHUX
xomnaniu. Lle oona 3 mpyouowie nepedbauenus OAHKPYMCMEA 3 BUKOPUCAHHAM HAYKOGUX Memo0ie;
BANCKO CINBOPUMU MOOENb, AKA € 302aTbHONPULHAMOI0. OcoOaUB0 PIHAHCOBUM KOMRAHIAM PEKOMEHOYEMbCS
He suxopucmosysamu yto Gopmyny. 3a pezyromamamu Yux OOCAIONHCEHb 3aNPONOHOBAHO Ol BUSHAUEHHS
Pi6Hs PIHAHCOB020-eKOHOMIYUHO20 CMAHY | CIMYNEHs 3a2PO3U OAHKPYMCMEA NIONPUEMCINE NPOMUCTIOBOCHII,
BUKOPUCMOBYBAU MEMOO 20I08HUX KOMNOHEHM.

Haykosa noeusna. Ilonepeoni oocnioxcenns ceiouams npo me, Wo MOUHICMb MOOeii Modce Oymu
CUNbHO npug'azana 00 mici eanysi, 6 AKill KOMNAHiA 3aumaemvcsa c6oim Oisnecom. Opucinanbua mooens
Anemmana, a ocmaHHiM 4acom Mooeab O0iisk NPUBAIMHUX MOP2OBUX KOMAAHMIU, KA BUKOPUCTNOBYBANACS 8
YbOMY NPOEKmi, CHOYAMKY MeCMy8aNUCh i3 BUPOOHUYUMU KOMNAHIAMU. YV 36'a3Ky 3 yum 6y10 6 ceHc, wo
MoOenb Halikpawe cnisnpaytoe 3 gupobruxamu. L{i pezynomamu maroms neeni npakmuyni Hacrioku. banxu
ma MWl 3aYyiKaeneHi CMopoHU, SKI GUKOPUCTOBYIOMb (DOPMYIU NPOSHO3Y8AHHS OAHKDPYMCMEd, NOSUHHI
MoOughiKyeamu ix 3 Ypaxy8anHHsaM KOHKPEMHO20 (DIHAHCOB020 PUHKY.

Bucnoeku. Ilpocro3zysanna 6OGankpymcemea 6 OCMAaHHI Oecamunimms npudiiaio 6azamo yeazu
aimepamypi 3 numane Oyxeanmepcoko2o 00aiky ma ¢inancie. OCHOBHOIO NPUUUHOIO PO3POOKU HOBUX
Gopmyn npocHo3yeannHs baHKpymcmea 3azeudai Oyno nioguuyenHs mouyHocmi yux memoodis. OCKintvku He
icHye €0unoi meopii OAHKPYMCMBAd, OOCHIONCEHHS 6 OCHOBHOMY IPYHMYIOMbCA HA  eMAIPUYHOMY
00CiONCeHHT OISl Kpawux NpoeHo3ie abo cmamucmuunux memoois. Modeni, po3pobneni 6 0OHili Kpaini
npomsa2oM NesHo20 nepiody uacy, He 0008'A3K080 Npayiodms 8 IHWUX KpAiHaX ma HuUx nepiooax uacy.
Matioymui 0ocniodceHHs: MaKkodc NOSUHHI npudiismu Oilbule yeazu po3podyi mooenell NPoSHO3YEaAHHS
bankpymemaea 0isk No0AIbU020 POIMIUEHHS & PI3HUX CepedosUYAX.

Knrouoei cnoea: Z-paxynox Anvmmana, npocHo3y8anHs OAHKpYmMcmea, 06a2amosumipHuli mMemoo,
NIAMOCNPOMONCHICMb, HECHPOMONCHICMb, OideHOCMUKA, NIONPUEMCMBO, MOHIMOPUH2, MemOoO 20108HUX
KOMHOHEHM.
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