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THE QUALITANIVE FRACTAL ANALYSIS OF LONG TERM TIME SERIES FOR
AGRICULTURAL SOILS’ ELECTRICAL CONDUCTIVITY PARAMETERS: METHODS
OF NONLINEAR DYNAMICS, THEORY OF CHAOS, PHASE TRAJECTORIES

The procedure of the qualitative fractal analysis of long term time series for agricultural soils’
electrical conductivity parameters, for which the hypothesis of trend existence isn’t confirmed, with
application of the methods of nonlinear dynamics, theory of chaos and phase trajectories, is presented. The
real time series characterizing mentioned above electrical conductivity parameters of Ukrainian soils is
considered. The basis for similar researches is Taren’s theorem. The randomness of the studied dynamical
system given by time realizations is established by means of Lyapunov’s indicator. The state stability is
estimated by Hausdorf ’s fractal dimension and the fractality index. Visual evaluation of the time series was
carried out by means of the phase trajectory restoration procedure. As a result of the analysis of phase
points in the phase space the split attractor is indicated, which gives the chaise to speak about its
bifurcation.

Key words: qualitative fractal analysis, long term, time series, agricultural soils, electrical
conductivity, parameters, methods of nonlinear dynamics, theory of chaos, phase trajectories, Lyapunov’s
indicator, fractal dimension, fractality index, phase space, attractor, bifurcation of an attractor.
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Introduction. The system model is constructed by observed variables. In medicine, ecology,
sociology the dynamics of a research object is tracked by time realizations — time series. As a rule,
in the time series analysis the methods giving the quantitative forecast (point or interval) are used.
For the time series, for which the hypothesis of trend existence isn’t confirmed, such methods aren’t
productive. Application of the nonlinear dynamical system theory methods to the time series
analysis is based on the hypothesis that the available series describes the behavior of the studied
system, and it’s the only available information about this system. According to the well-known
Takens’s theorem [1] a single time series suffices for an adequate description of a dynamical system
as a whole.

The analysis of time series by the methods of nonlinear dynamical system theory is becoming
widely applied. In terminology of this theory the process described by time series contains the
deterministic chaos, or, in other words, is chaotic. From the linear analysis method point of view
they are stochastic processes. The nonlinear analysis demonstrates that neither can these processes
be considered as deterministic ones, nor are they absolutely random. In other words, only short-term
forecasting of the system condition is possible with certain accuracy.

Today, the chaos theory remains one of the most widespread ways of forecasting and
researching the dynamical system state stability. The purpose of the system stability analysis is
identification of all its stationary states. If at least one of the stationary states is for any reasons
threatening or undesirable, then its existence gives the chance to develop the preventive measures
reducing the probability of the system transition to this state.

One of the most common forms of stability loss is the system state randomization, [1]. The
mechanisms of system transition to such state are studied insufficiently. However, the fact that such
state is possible requires developing new system research methods. The research tools of the chaos
theory are attractors and fractals. The two prevailing dynamical system randomness criteria are
Lyapunov’s indicator and the fractal dimension.

Literature review. In [3] it’s proved that the low information content of statistical indicators
results from the fractal properties intrinsic to the behavior of time series, which empirical
distribution function doesn’t conform with the normal distribution. Therefore for detection of the
general tendency of time series behavior it is offered to use chaos theory methods giving the chance
to carry out the qualitative analysis of the studied time series at the stage of preporiate analysis. On
relation to the dynamics of social and natural systems and processes the chaos theory not only
explains the bifurcation phenomena (big falling or big emissions) but also claims that they can’t be
predicted because the nature isn’t a of the repeating regularities, but is characterized by local
randomness and a global order. For this reason many analysts have reasonably assumed that the
fractal nature of time series will help then to recognize new regularities in the chaotic movement,
[4-7].

The main formal characteristics of chaotic processes in the nonlinear dynamical system theory
are the phase space and the attractor. One of the system chaotic behavior features is instability of
the trajectories belonging to the attractor. Quantitatively this instability is measured by Lyapunov’s
characteristic indicators. Since the existence of the highest positive Lyapunov’s indicator is the
criterion of chaotic dynamics, the possibility of its evaluation on the basis of processing the given
time series is naturally interesting.

Commonly, nonlinear dynamical systems have fractal attractors, which means that unstable
phase trajectories of the systems tend to become fractals in time, [3]. On important moment of the
fractal approach is the influence of the random process prehistory on the behavior of the system
today. Therefore, this method of the analysis of time series is of particular interest to the researches.

As a rule, in nature real pure fractals don’t exist, and it’s possible to speak only about the
fractal phenomena. They should be considered merely as models which are fractals approximately
in statistical sense. A lot of experimental data have fractal statistics, which can be analyzed and
modeled by means of fractal analysis methods, [4, 5].

One of the most popular directions of the fractal analysis is over time studying of the
dynamics of such characteristic as fractal dimension. This indicator characterizes the repeatability
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of statistical values of natural time series with changing scale. The fractal dimension introduced by
Hausdorf and D-dimension is the main characteristic of fractal structures, [6, 7].

There are several methods of determining the fractal dimension for time series considered as a
set of observable parameters of the studied dynamical system overtime. We'll focus on two of them.
First of all, it’s the classical way of cellular coverage of the time series graphic representation in
which the fractal dimension is defined the same way as for geometrical fractals. The second
approach for studying fractal time series was offered by Benoit Mandelbrot. It’s based on the
researches of the English scientist Hurst and called the R/S - method.

For the majority of real time series it's impossible to determine the fractal dimension
analytically. Therefore, the V alne D are quantified, for example, through the Hurst index. In the
time series analysis the influence of the present on the future can be expressed by the ratio
C=2°""-1,19].

If a set of flat geometrical figures (cells) with the general geometrical parameters ¢ is
considered as the time series approximation, then by Hausdorf's definition the D — dimension is
determined by the law S(5)~35*® as & —0, where S'(5) is the total area of the cells with

fragmentation scale & .
One of the time series stability indicators is the fractality index g, [9-11]. In particular, the

advantage of this index before other fractal indicators is that for computing this index with an
acceptable accuracy data two orders less than for computing the Hurst indicator H suffice. It gives
the chance to carry out the time series local fractal analysis based on the properties of the function

wlt).
Chaos in dynamical systems implies dynamics  evolution sensitivity to initial conditions
changes. It means that two trajectories, close to each other in the phase space at some initial time

point, diverge exponentially after rather small on the average time t. If d, is the distance between
two starting points at the initial time point, then after time t distance between the trajectories
leaving these points becomes d(t)=d,-exp(2-A-t) or d, =d,-exp(2-A-t) in case the system is
described by different equations.

The numbers A and A are called Lyapunov’s indicators. Variable d(t) (d,) can't increase

infinitely because of the system limitation. It gives the opportunity to determine the measure of
trajectory divergence by averaging the exponential growth on trajectory points. Then Lyapunov’s
indicator can be written down as:

PR In(d(tk)] (1)

(t —1 ) k=1 d (tk—l)

It is possible to calculate /1(A) in an explicit form only in some cases, such as, for instance,
the case of one-dimensional displays : X ., = f(xn). When f(x) is smooth and differentiable the

f'(x). In the case of chaos

distance between the neighboring trajectories is measured by the value

criterion it’s enough to calculate the highest Lyapunov’s indicator only.

The review on Lyapunov’s indicators and their usage as the movement randomness criterion
is given in [2]. Here the references to the existing software products for calculation of these
indicators can also be found.

One of the widespread ways of time series visual evaluation relies on the phase trajectory
restoration procedure. Possibilities of such phase portrait visual analysis are very limited. However,
for identification of complex non periodic time realization the phase portrait analysis gives
sometimes more information than the data spectral analysis. The advantage of this approach is also
that it’s applied independently of the fact whether the research object model is constructed or not.
Since it’s not always possible to receive a suitable model in practice, the real way of the of the
system stability analysis is the non model way of the phase trajectory behavior analysis.
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The purpose of this research is the analysis of stability of the electrical conductivity
parameter of agricultural soils by its time realization using the phase trajectory analysis and
qualitative fractal analysis by methods.

Results and discussion. We determine the fractal dimension for time series by the classical
method of cellular coverage of time series graphic image.

Let the observations of scalar equidistant time series of electrical conductivity parameter for

agricultural soil be considered as (X (t,))", one the interval [0,T]. We divide the interval into m
. T/ —
parts by the points O,zy,71,75.....7, T, Where Ti_TH:é’&:E’(IZL m). We denote such

uniform partition of the time series (X (t,))", realization interval by @, .

We cover the time series image with rectangles with the base & (scale &). It’s clear, that the
height of the rectangle on the interval lTi,Ti—lj is equal to the variation range, A(5) of the time

series values x(t;) on this interval. We calculate the value V(5)= > A(5). Then the area of such
i=1

minimal coverage is S(5)=V(5)- 5.
By comparing this equality with Hausdorf's D -dimension definition, in [q] it's proved that
S(6)=s*® and V(5)=5", where =D, -1. The value D, is called the minimal coverage

dimension, and p is the fractality index.
When calculating the index g in the present research the sequence of n enclosed partition

o, , where m=2", n=0,1,2,3,4,56 was used. Each partition consisted of 2" intervals containing
25" observations x(t,). At the same time, the periods with abnormally large values x(t;) were
excluded from the available realization of the time series (X(t))',. The analyzed time series
(X (t, ))IN:1 and constructed for it minimal coverage corresponding to n =3 is represented in fig. 1.
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Fig. 1. Minimal cellular coverage for time series characterizing agricultural soil’s
electrical conductivity

For each partition @, the value V(&) was calculated. The received results of calculations are
given below in Table 1.
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Table 1
Value of variable V depending on partition scale 6
n 0 1 2 3 4 5 6
V 2352,6 798,8 4495 439,4 434,6 309,9 170
A 1 2 3 4 8 16 32

At fig. 2 the plot of dependence V(5) in double logarithmic scale is represented. For
determination of the fractality index x from these data by the Ordinary Least Squares method the
regression line equation y =k -x+b was set up. Then, according to [10] xz=-K.
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Fig 2. Dependence of the variable V(5) in double logarithmic scale

In our case the regression equation has the form: y =-0,66-x+7,41. Therefore, at the level
of reliability « =0,90 the fractality index of the studied series is 1 =0,66-x+0,073.

In the present research the highest Lyapunov's indicator ﬂ(xl) was estimated by the method
of comparing phase trajectory evolution points. According to this method, the value A(x,) for the

trajectory x, = x(t), i = (1_N) of the discrete time series x,,, = f(x,) was estimated by the formula:

A)= ..m{ )} (2)

corresponding to the definition of ﬂ( 1) under the condition that the limit on the right-hand
side exist Calculation results of the highest Lyapunov's indicator i(xl) for the time series given in
fig. 1 are represented in Table 2.

The carried-out calculations have demonstrated that for the given time series A(x,)~118, i.e.
/1(x1) >0 therefore , the trajectory is chaotic.

Often the situation occur when one lacks the observed values for the dynamical description of
an object, that is for setting its state )‘((t) There exit several methods for increasing the number of
variables. The time delay method is the simplest and the most popular one. In case of scalar time
series the consecutive values of the series (X (t;))", separated by some interval = (delay period) are
used as the components of the state vector x(t) Thus, in the phase plane the state S, of the

research object is described by the components {x(t, );x(t, + )} of the time series (X (t, ))"

i=1"
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Table 2
Evaluation of the highest Lyapunov's indicator /1(X1)

N
N > In[f(x) Ax,)

i=1
10 4,013525 0,401353
20 3,092552 0,154628
30 21,13338 0,704446
40 39,99184 1,080860
47 55,486649 1,180567

The phase portrait allows to identity the system behavior features important from the stability
point of view. To search for an attractor in the case of two (three) factors a phase space is
constructed and the position of phase points is analyzed. If they are distributed uniformly, then the
attractor existence hypothesis isn't confirmed.

The phase portraits constructed for the time series shown in Fig.1 are represent in Fig 3. The
value of the time delay 7 is 1 year.
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Fig. 3. Phase portraits of the time series

When fig. 3 is closely examined, it’s seen that there are two areas of phase points thickening.
They can be considered as the split attractor.

In other words, attractor bifurcation takes place. Usually it’s connected with appearance in the
system of such state changes which can be interpreted as spasmodic or close to them. In the
electrical conductivity of agricultural soils data analysis the attractor bifurcation entails sudden
crisis change of system condition with high probability.

Conclusion. The value of the highest characteristic Lyapunov’s indicator A(x,)~118
demonstrates randomness in dynamics of the studied indicator.

The computed value of the fractality index ,which is the stability indicator for the initial time

series ,is 1 =0,66-x+0,073, i.e. £ > 0,5 This value is interpreted as flat ,which indicates the
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condition of relative stability for the studied process. In other words, extreme changes in the
electrical conductivity parameters of agricultural soils aren’t predicted in the nearest future.
The evaluation of the correlation ratio is C=-0,88. It implies almost complete absence of

influence of the present on the future in the studied time series, which also confirms the series
trendlessness hypothesis .

The analysis of the phase portraits of time series, in particular detection of the attractor
bifurcation, gives reason to speak about a possible spike or spasmodic change of the electrical
conductivity parameters of agricultural soils.
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NPU3HAYEHHA: METOAM HEJITHIMHOI JAUHAMIKH, TEOPII XAOCY, ®A30BHUX
TPAEKTOPIN

Ilpoonema. Teopis xaocy 3arumiaemovcs OOHUM (3 HAUNOWUPEHIWUX CNOCOOI8 NPOZHO3YBAHHA MAa
0ocniddicennsi cmabinbHocmi cmawny OuHamiynoi cucmemu. Mema auanizy cmabitbhocmi cucmemu -
i0denmuepixayis ecix il cmayionapHux cmanie. HAxuyo xoua 6 0OHe i3 CMAYIOHAPHUX CMAHIE 3 OYOb-SKUX
NPUYUH 3a2podcye abo Hebadxscano, Mo 1020 ICHYBAHHA O0AE MOJNCIUBICMb PO3POOUMU HPOPIIAKMUYHI
3ax00U, WO 3ZHUNCYIOMb UMOSIpHICIL nepexody cucmemu 00 yvoeo cmany. CyuyacHe 3emaepobCcmeo
nepeobauac SUKOHAHHA NEBHOI MEXHON02IUHOI onepayii, 32i0HO 8i0NOBIOHOI KAPMOSPAMU-3A80AHHA, KA
PO3DOONAEMbCA  NONEPeOHbO HA  OCHOBI  PI3HONIAHO080I  iHGhopmayii. 3HaHHA nesHoOi cmpykmypa
8apiabenbHOCmi 2PYHMOB020 NOKPUBY, OMPUMAHUX 3 GUKOPUCMAHMAM IHPOPMAYIIHO-MEXHIYHUX cucmem
JIOKA/IbHO20 ONEPamU8HO20 MOHIMOPUHEY A2pODION0SIYHO20 CINAHY CLIbCbKO20CNOOAPCHKUX V2iOb, 0038015€
NPUUHAMU eqheKMUBHI ONEPAMUBHI PileHHSA 01 eqheKMUBHO20 YRPAGHIHHA a2poOioN02iUHUM NOMEHYIAIOM
CiIbCbKO20CNOO0APCHKUX Y2i0b.

Memorw  naykogoi cmammi €  aHaui3  cMIUKOCMI — napamempa  eleKmponposiOHOCi
CITbCLKO20CNOOAPCHKUX — IPYHMIE 3a 1020 HACOB0I0  peanizayiclo 3 GUKOPUCMAHHAM — (DA308020
MPAEKMOPINIHO20 AHANIZY MA AKICHO20 PPAKMATLHO20 AHANIZY PIZHUMU MEMOOAMU.

Pezynomamu. Huni  eunuxae HeoOXiOHICMb y  NPUHYUNOBO HOBUX RHIOX00ax 00 6e0eHHs
a2ponpoMUCIO8020 UPOOHUYMEA, WO NONALAE Y 3a0e3NeUeHH] HANeHCHOI AKOCMI UKOHAHHS MEXHOI02IUHUX
onepayiu. Axicmb GUKOHAHHA MEXHONOSIUHUX ONepayii € IHMe2paibHUM NOKAZHUKOM eqheKmueHocmi
BUPOOHUYMEBA  CLILCLKO2OCNOOAPCHKOL NPOOYKYil 6 medxcax azgpobionociunoeo nons. Heobxiona skicmb
BUKOHAHHS OCHOBHUX MEXHOJIO2IYHUX NPOYECI8 Y POCTUHHUYMB] 3a0e3NneyyembCsl 3d PaXyHOK IHMe2po8anHux
iHopMayitiHO-mexHIYHUX cucmem onepamueHo20 MOHIMOpUH2Y aepobionociunoeo cmawy
CITbCLKO20CNO0APCHKUX Y2ib. ¥V 368 °A3KY, 3 YuM CMAUmMbCsl 3A80aHHA GUKOPUCMAHHSA NPUHYUNOBO HOBO20
Kaacy iHgopmMayiiHo-mexHiuHUX cucmem J0KAIbHO20 ONEPAMUBHO20 MOHIMOPUHEY a2pobioNio2itHo20 CIMaHy
CIbCbK020CN00apChKux yeios. Tlocmasnene 3a60anHs 00CAAEMbCA WASXOM SUKOPUCTHAHHS THHOPMAYILIHO-
MeXHIYHOI cucmemu ONnepamusHo20 MOHIMOPUHEY CMAHY TPYHMOB020 Cepedosulya KOHCMPYKYIL O0ns
BUSHAYEHHS eNeKMPONPOGIOHUX XAPAKMEPUCTHUK 2DYHMOBO20 Cepedosuiyd.

Haykoea nosusna. 3anpononosano npoyedypy AKICHO2O (paxmanvbHo2o aHamizy 00820Mpueanux
yacosux paoie napamempis eleKmponposioHOCmi IPYHMI6 CLbCbKO2OCNOOAPCbKO20 NPUSHAYEHHS, OJi AKUX
He NiOmeepoNCyeEmvpCs 2inomesza npo HAAGHICMb MpeHOd, i3 3aCMOCY8aAHHS MemoOy HeNiHIlHOI OUHAMIKU,
meopii Xaocy ma azosux mpaekmopiil. Posenanymi peanvui wacosi paou, wo xapakmepuszyioms 32a0aui
napamempu  e1eKmponpogiOHOCMi  YKPAIHCOKUX — IPYHMIB  (CITbCbKO2OCHOOAPCHKO20 — NPUSHAUEHHS).
Obrpynmyeannst 0151 n0OiOHUX Qocaioxcenb € meopis Takenca. Xaomuunicmv O00CHONCYBAHOT OUHAMIKU
cucmemu, Wo 3a0aHA YACOBUMU Peanizayiimu, 6CIMAHOGIEHA 3a 00NOMO2010 nokasHuka Jlanynoea. Oyinka
cmitikocmi cmany OYiHIO8ANACh GPAKMAIbHOW po3mipricmio Xaycoopga 1 iHOekcom GpaxmanbHocmi.
Bizyanena oyinka uacogoeo psaody npogoounacs 3a OONOMO20K Npoyedypu GiOHOGNIEHHA (a308ux
mpaexkmopiu. Y pesynomami ananizy (hazosux mouox (pazo8020 npocmopy UAGIEHHI 03HAKU PO3UJENTIeHO20
ampaxkmopa, wo 0ae MONCIUBICMb 2080pUmMU PO 1020 Oighyprayiio.

Bucnoeku. 3nauenns natiguuwol xapakmepucmuxku NOKa3HuKa JIinynosa 0emMoncmpye unaokogicmy y
Ounamiyi docrioncysanoeo noxasuuxa. Obuuciene 3Ha4eHHs: NOKASHUKA (QPAKMATbHOCTI, WO € 03HAKOIO
cmitikocmi 0Jis1 NOYAMKOB020 UACOB020 PAOY, BKA3VE HA YMOBY BIOHOCHOI CMILIKOCMI OJisl 00CIONCYBAHO20
npoyecy. Tnuwumu cnogamu, eKCmpeManbHUux 3MiH napamvempie eneKmponpoBiOHOCMI
CLIbCLKO2OCNOOAPCHKUX IPYHMIE Y HAUOIUNCHOMY MAUbOYymuboMy He nepedbawacmvcs. Awaniz gazosux
nopmpemis uacosux ps0ie, 30Kpema 6usiélenHs Oigyprayii ampaxmopa, 0ae niocmasu 2080pumu npo
MOJNCIUBULL CHIECK aDO CRA3MamuyHy 3MiHY napamempis eneKmponpo8iOHOCHI CilbCbKO20CHOO0APCHLKUX
IpYHMIS.

Knwuoei cnoea: sxicnui @paxkmanvHuii  ananiz, 00620 MpUBATICMb,UACOB] pAOU, TPYHMU
CIbCLKO2OCNO0APCLKO20 NPUSHAUEHHS, NaApamMempu, eleKmponposioHicis, Memoou He JIHIUHOT OUHAMIKU,
meopia Xaocy, azoei mpaexkmopii, nokasHux Jlanynosa, @pakmanrvHa po3mipHicmb,  IHOEKC
(paxmanvrocmi, gpazosuti npocmi, ampaxmop, Oighypkayis ampaxmopa.

Qoeporcano peoakyiero: 11.09.2019
Tpusinamo oo nyonixayii: 30.10.2019
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