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INTEGRATED TECHNOLOGICAL MANAGEMENT SYSTEMS IN AGRICULTURAL
PRODUCTION DEPENDING ON THE TIME OF OPERATIONS

The integrated systems of control of technological processes implementation in agricultural production,
which depend on the initial and final moments of their operation time, are substantiated. In order to optimize the
management processes of these systems, a generalization of the results of researches of the influence of various
factors on the efficiency of crop production has been carried out. The most important technological, technical
and organizational criteria of the quality work of agricultural machines are determined along with their level of
influence on the final result - the magnitude of the harvested yield, as well as the possible level of efficiency of the
application of the corresponding technical means of mechanization with a controlled effect on the quality of the
actual performance of the technological operations itself.

Key words: integrated control systems, technological processes, agricultural production, dependence,
initial and final moments of functioning/operation.

Introduction. It is known that integrated systems of automatic control of the technological
processes implementation in agricultural production are the most promising. They should ensure the
creation of qualitatively new technologies (innovative technologies), which have the latest economic,
social and environmental indicators.

It is clear that in order to generalize the results of previous studies concerning the level of influence
of various factors on the efficiency of crop production, it is necessary to identify the main technological
(application rate, depth of cultivation, etc.), technical (speed, engine load, etc.) and organizational (terms
of execution, machine-tractor unit (MTU) loading) criteria for the quality work of agricultural machines,
the importance of the influence of these factors on the size of the harvested yield (the final result), as
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well as the probability (possible) level of efficiency of the applied relevant technical mechanical means
with controlled impact on the quality of technological operations.

According to the authors’ of this study opinion, it is necessary to consider a specific class of
managed systems that depend on the initial and final state and which adequately simulate integrated
systems of automatic control of the technological processes implementation in agricultural production,
including crop production. The tasks of managing such systems are somewhat different from the
traditional tasks of management (including optimal) and are primarily related to the planning of the work
of each of these systems.

It is clear that the simulation of such systems, methods of optimal management of them are
relevant studies of the present and require further in-depth study.

Literature review. The authors of the works [1-7] consider and comprehensively explore various
aspects of the management of finite-dimensional linear objects, various problems of the theory of motion
control, automatic control of linear (nonlinear) systems. However, the management of the system, which
depends on the start and finish, in the opinion of the authors of this study, require further thorough study.

It should be noted that the results of the above quoted works will be used in this study.

The purpose of this work is to substantiate the approach to the solution of the main problems of
the theory of system management, depending on the start and finish, as well as the problem of complete
control of such systems in optimizing management.

Results and discussion. Let's consider that it is a question of growing some crops, such as corn.

On the starting date, let us take January 1. The state of plants at any given time ¢, >0 can be
characterized by a set of parameters x, (¢),..., x, (¢) . The rate of growth and maturation of plants depends

on many factors. We will indicate only some of them: the quality of seeds at the time ¢ =7, when grains

enter the soil, the quality of soil, the quality of vegetation care, the time when harvesting is taking place,
and so on. Considering the quality of seeds and soil predetermined and constant, one can study the
dependence of the development of the plant on other factors. If we take into account that the rate of
development of a plant at an arbitrary time # depends on the initial moment of time, when the grain enters
the soil, the quality of the plant care at a given time ¢, from the state of the plant at the current time, then
the process can be described by a system of equations:

x, = f,(t,ty5,x,uu),i=1..n, (1)
where the vector x = {x1 s X, }characterizes the state of the plant, andu = {u Loees un} - the care of
the plant. The initial state of the system can be considered as given:
x(ty) =" )
If this process is considered to be controlled, then the in the right part of the system (1) the function
u, =u,(t,t,,T), k=1,..,r, should be introduced, where 7- the end of the plant care process (i.e.

harvesting), the choice of which depends not only on the optimality of the system, but also on the #) and
T. Substituting such a control into equation (1), we have a level system that depends on ¢y and 7.

The following should be noted:

1. Managed movements of the system, depending on the start and finish, in some cases can be
considered as multi-step processes, described by the equations of the form:

xi(n + 1) = f;(tO,T,t,n,X(n),U) ] i:L'-"m s = 1:“':N) (3)
where n- segment number when dividing (7 —¢, ) into N parts.

2. In tasks that should take into account continuously variable time, processes in systems that are
dependent on start and finish can be described by differential levels of the form:

x, =f,W,ty. T, x,u),t,<t<T,i=1..,n 4)

Similarly, we can consider systems with distributed parameters, depending on the start and finish.
3. For this type of systems, the main problems of the theory of management remain the natural
ones (controllability, observation, optimality, etc.). However, now they acquire some new shades
because the right-hand sides of the equations of motion can be continuous coordinates ¢, x and u, but to
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be discontinued at #p and 7. This last fact can significantly affect the content, respectively, in each
particular task of the theory of management.

As it is shown below, in these cases, the method used to solve a problem may be considerably
complicated.

Controllability. First, let us consider the system

x=A) - x+ B@@), t,<t<T, (5)
In which A(¢) is a continuous matrix of order n, and B(¢) a continuous matrix of dimension [n X m]
, xeE", ue E™. Admissible control is considered to be piecewise-continuous functions u =u(z) with

values in the whole space E" .
It is known that the system of equations (5) is called controlled, as for a given ¢, and any one

x'eE", x'eE", it is possible to specifyT(¢,), T >t,, and the permissible control
u=u(t,t,,T,x",x") such, that there x = x(¢) is a solution of the equation:
x=A@)-x+ B@)-u(t,t,,T,x",x"), x(T)=x", (6)
with the initial condition (2).
If tp and T are given, then the system is called controlled by a segment [tO,T ] . We know the

conditions for controllability, for example [1-3]. Here we present them in a convenient formula for
further analysis [4]. To do this, we write a Cauchy matrix (¢, s) of a homogeneous equation:

y=A@)-y (7)
If now indicate 4, (¢, T) the i-th column of the matrix B™ (£)W " (¢), then the condition of control is
that, for a given ¢, vector-function 4, (¢,7T),..., h,(¢,T) are linearly independent on a certain segment
[to v ] . This condition remains fair in the case when the matrices A(¢) and B(¢) are piecewise and

continuous.
In the case when the linear control system is considered, depending on the start and the finish,
the process is described by the equation:

X =A@t,t,,T)-x+B(t,t,,T)-u, t,<t<T. 8)
We will assume that A(¢,¢,,7) and B(t,t,,7) are continuous on ¢ in any segment [tO,T ] and
piecewise-continuous in 7 and 7.

It is clear that in the problem of controllability of the system (8) on a given segment no new features
arise in comparison with the same problem for the system (7). In the case when #p and T the columns of

the matrix B’ (t, t,,T)-W (T,t;t,T) and T, then the linear dependence or independence of the vector of
the function:

h(t,t,,T),...h (t,t,,T) 9)

is determined not only by the variable ¢, but by the parameters #p and 7. As it is shown in the

following example, in this case there may not be quite normal situations.
Example 1. Consider the managed system:

X, =%, +at,Tu,, X, =u,, x;=x, +( —Du,, x, =u, + p,t,)u,, (10)
in which
0 mpu t,<t<T<2,
t—l_npu_tOStST,T>2’

a(t,T)=(t—1)~®(T—2):{ (11)

0 _mpu_ t,<t<T,t, <1,
pt,1) =0, =)= : (12)

1 npu t,<t<T,t>2

If the system (10) is rewritten in the form (8), then we will have:
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0100 0 atT)
A(te,, T)= 0000 , B(tt,,T)= : 0 , (13)

0 0 01 0 -1

0000 1 B@.t,)
1 t=s 0 0]
0 0

W(ts)= : (14)
0 t—s
L 1

Expression (14) is a Cauchy matrix, and the vector functlons (9) have the form:

h(t,t,,T) = { (_T)} hy(t,t,,T) = [éj

hy(t,t,,T) = T h,(t,t,,T)= : | "
T =1 Bt ) (T [T Bt
From the definition of the function a(¢,7) and pB(¢,t,) (see (11) and (12)), it follows that these

vectors are linearly independent only under the condition of7, =1, 7">2 ort, =1, T <2.

) . < <
In these cases, the system under consideration is controlled. In other cases (tO <1 , r=2; fy <1 ,

T <2), the function vectors hy , h,, hy and hy are linearly dependent, and system (10) is not controlled
in a segment [to . T].

It is appropriate to pay attention to the following interesting facts. The system (10) is controlled
on a small segment [tO,T ] at t, =1, T <2 and uncontrolled on a large segment [tO,]T ,atty <1, T>2

Identity and visibility. We will consider the system of equations of management:
{x:A(t,tO,T)-x+B(t,t0,T)-u ’ 16)
y=C(,t,,T) x

in which the matrices 4 and B are the same as in the system (8), and C(z,7,,7) is continuous at ¢
and piecewise continuous at #9 and 7 matrix with dimensionality [n X m]

When fixed # and 7 this system can be presented as:

x=A(t)-a+B(t)-u

{ y=C()-x

As it is known, the task of observation is the task of a definite state of the x” system at the time »

of the input and output signals, which will be measured in the future, that is, according to the data of the
control u(¢)and the signal y(r)at?=>r. The task of identity of a system is to evaluate the state of the

(17)

system x" at a time » with data about u(¢) and y(¢) atf <r.

A point(r,x") is called an event for the characteristic of which we introduce the following two
concepts. An event (r,x")is called unidentified, if y(t,r,x’,u)‘u=0 =0for every?>r . In accordance
with these concepts, the following characteristic of the system is given (17).

This system is called the observed (identified) at the time #=r, unless any event (r,x")is not
observable (unidentified), with the exception of an event (0,r). The known criterion for unidentified of

a system (for example, [1]) can be formulated as follows.
In order for the event (r,x") of the system (17) to be unidentified, it is necessary and sufficient

that the vector x” belongs to the matrix kernel:
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M(ty,r)= [ (t,8,)-C"(6)-C)- W (t,t,)dt , 1, <t < q-T, (18)
)
In the same way, the criterion of unobservability is formed.
In order for the event (to,xo) system (17) to be unobservable for a time interval 7, <t <T, it is

necessary and sufficient that the vector x’ belongs to the matrix kernel:

T
N(t,,r)= JW*(t,to)-C*(t)-C(t)-W(t,tO)dt (19)

)
In the case of the system (16), which depends on the start and the finish, the quantities #) and T are
variable, therefore, the matrices M (z,,7) N(¢,,r)are not constant and their rank can vary depending on

the variables 7) and 7. As a result, the structure of unobservable and unidentified systems will vary
depending on # and T.
Example 2. Consider the system:
{ X=X,,X, =U Xy =X,,X, =U, +U, (20)
yv=x,+x,,y, =a(t,T)-x +(1=t)-x;+ B-(t,t,)) x,
In which «a(z,T)and S(t.t,) are determined by formulas (11) and (12), then by means of direct

calculations we find that the matrix M (z,,7) is a Gram matrix:

90 49> 493 Yus
= 91 92 Y23 Y4 , @1)
931 932 933 434

9u1 942 Ys3 Yus
of vectors of functions

0 1
t,T)= , q,(t,t,,T) = , q.(t,T)= , qu(tt)= , (22
q,(¢,T) a(t,T) 4, (1,1, T) (t-t,)-a(t,T) g, T) ‘(1_1) q4(t,1,) (t=1,)-(t=1)+ B-(1,1,) (22)
where the scalar product is determined by the formula:
(4,-9;) :J.qz* “qdt. (23)

fy
It is known that the rank /" of such a matrix is equal to the number of linearly independent vectors-
functions in the systemgq,, ¢,, q,, and g..

We find that by direct computation at which values of the parameters ¢,, » and T the rank of the

matrix can not be equal to four. Only the following partial cases are possible:
Rank I'=3if t,>1, T<2,

Rank I'=3 if t,<1, T<2, (24)
Rank I'=3 ift,~1, T>2,
Rank I'=3 ift <1, T>2 .
Thus, in the first three cases, the set of unidentified events (#,x") forms an one-dimensional space,

that is, the general solution of the equation:
I'y=0 (25)
depends on one arbitrary constant. In the fourth case, the set of unidentified events forms a two-
dimensional space.

Similarly, one can consider the dependence on ‘o and T of the matrixN(tO 1) , which defines the
unobserved initial states.
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Optimal control. When considering the problem of optimal control of the system (5) depending
on the start and finish, it is formally possible to proceed from the fact that these systems depend on two
parameters 79 and 7. As it is known, systems dependent on the parameters began to be considered in the
mathematical theory of optimal processes at the dawn of its development (for example, [5]). The
necessary optimality conditions for them were formulated in the form of a maximum limit.

It seemed that these results could be used without any additional conditions and in the analysis of
a system that depends on the start and the finish. However, this approach in the case under consideration
does not provide an exhaustive answer, because here the value of the parameters 79 and 7 affect the area
of definition of functions f; in the variable 7. Such a dependence is not foreseen in the classical problems

of optimal processes with parameters. Therefore, various features are possible here.

The results of the analysis of Example 1 show that the solution of the problem of the complete
controllability of the system of the form (5) can essentially depend on #y and 7. Therefore, when studying
the problems of optimal management it is expedient to consider individual situations, when the system
is completely guided in a segment?, <t <7, sometimes such control is not present. This analysis is

necessary regardless of whether the length of the process (7' —¢,) is fixed or not (for example, as in

problems with optimal performance).
Example 3. Consider the problem of optimal performance in the system (10) under initial
conditions:

x(t)=x',i=1..4, (26)
where the vector x° = (x!,x},x},x;) is assigned.
It is necessary to transfer the system to a state:

x(T)=x,i=1,.4, (27)
for the shortest period of time (7 —#, = min) with additional restrictions on permissible control:

J(u) = 'T[u*(t) u(t)dr = T[uf O+l (Ofr<v?, (28)

wherev - given constant. At the same time, the start time¢#, of the system is not specified.

Assuming that the vectors x°and x'do not undergo any additional condition, then the problem
must be solved with the same values #) and 7, under which the system is fully controlled. In this case,
the function vectors /,, h,, h, and hy (see example 1) must be linearly independent of 7.

First, in accordance with the known method (for example, [2,4]) the solution of the problem of
speedwork, we fix ) and 7T and solve the problem of control with minimal energy. First and foremost,
we write out the condition that the solution x = x(¢) of the equations (10) to the initial conditions (26)

must satisfy the condition (27). This requirement leads to moment proportions:

T
j B (t1,,T)-u(t)dt=C,, i=1,..4, (29)

ly
whereC,, i =1,...,4 is the component of the vector C = x' —W(T, ty:te,T)- x’.
With linear independence of vectors-functions #,, i =1.,....4, (this case we are considering now)

control with minimal energy can be presented as:
4

u' =3y, h(t.1,.7), (30)
i=1

where y, = y,(t,,T) is uniquely determined by a system of equations

4 T
Zykjhi*(t,to,T)hk(t,tO,T)dt = (t,,T), i=1..4. (31)

a=1 t,
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If equation (30) is substituted on the left side of the relation (28) and the equation (31) is taken
into account then we have:

T 4
¢(t09T):_[u (t,tO,T)dZ=Z]/i'Ci, (32)
o i=1

here ¢(#,,T") is the minimum value of the functional J of equation (28).

The solution of systems (31) can be presented as:
1 4

= > A, T)C,, k=1,.4, 33
A(t,.T) Z (o6 9

Where A is the determinant of the system, and A,; is the algebraic complement of the element,

Vi

which stands at the intersection of the k-th row and j-th column.
Therefore, we can write:

Lo A(t,,T)
o(t,,T)= C, -C—2~= (34)
=226 Aty,T)
Consider now #p and T as variables (where 7, <7 ), we have the problem of optimal speedwork,

which can be formulated as follows.
You need to know #p and T such that:

t, =T, ¢, T)=v>, T—t,=min .

Since we consider the case of complete controllability of the system (10), then, in addition, one
more condition must be fulfilled (see example 1): 7, =1, T>2, t,~1, T<2.

The optimal problem is the non-linear programming problem, in which the area of variables 79 and
T is not complete. It follows that it may not have solutions.

Let us now consider the problem of optimal speedwork in one of the cases when the system (10)
is not controlled.

Let, for example, t, <1, T > 2. In this case (see example 1):

PR el IR 35
I_S_t_laz__l' ()

Accordingly, in system#A,, h,, h, and h4 it is possible to receive only two linearly independent
vector-functions. Let it be 4; and /2.
Since the relations (35) are executed, then the constantC,, i =1,...,4, at the time of the correlations
(29) must follow the condition:
¢ =q, C =C,. (36)
According to the ratio vector C = {Cl, .G, C 4} is determined by the formula:
C,=X'"-W(T,t,)-x°.
Therefore equalities (36) can be presented as:
xll_x?_(T_to)'xg:le._xg_(T_to)'xA? (37)

Xy =X Xy =X, —X, (38)

Condition (38) does not depend on # and 7. Therefore, it can be characterized as a "severe
restriction" to the state of the system at the initial and final moment of time. The content of the restriction

(37) is slightly different. It connects the points x°, x' and the duration T —¢,of the process under
consideration. Therefore, if the points are given, then this condition determines the length of the process,
taking into account the limitationz, <1, 7 > 2. It remains to build a control. To find it, we have moment
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correlations (29) and restrictions (28). At the same time #) and 7 are not fixed, but only the difference is
knownT —t,. Such a task is solved by the known methods.
The agro enterprise has mastered the production of several types of agricultural products, such as

four assortments (rye B,, corn B,, rape B;, wheat B, ), which annually an agricultural enterprise can
produce in limited quantities (because it is a resource!). Annual income of the necessary raw materials

4,, i=(1,4), raw material costs per unit (per 1 metric center/quintal) of each type of product, the profit

from the sale of 1 q is shown in the table 1.
Table 1

Annual income of the necessary raw materials, raw material costs per unit
(per 1 metric center/quintal) of each type of product, the profit from the sale of 1 q

Type of raw ] Consumption of raw materials per center
. Annual raw material flow, ¢
material B, 5 B, B,
4 1260 2 4 6 8
A, 900 2 2 0 6
4, 530 0 1 1 2
A, 210 1 0 1 0
Quantity of products received (yield), ¢ / ha X, X, X, X,
Profit from sales, c.u./ha 8 10 12 18
2- X, +4-X,+6- X, +8- X, <1260;
2-X,+2-X,+0- X, +6-X, <900, 0
0-X, +1-X+1-X,+2- X, <530;
1-X,+0- X, +1- X +0- X, <210.
X, 205 X,20; X;20; X,20. (2)
Profit from sales, c.u./ha:
Z=8-X,+10-X,+12- X, +18- X, —> max 3)
This is a classic linear programming problem:
PROFIT = INCOME - EXPENDITURE 4)
EXPENDITURE|, _> PROFIT/ (5)

Rewrite the problem of linear programming in our case. Let the cost of information (annual) about
the possible yield is/ . The coefficientsk, , k,,...,k, give the value Z of each type of product, at an

increment per 1 hectare I, =k, -1 ; 1,=k,-1 ;....;I; =k, -1 .Then the table 2 will be the same,
2 2 2

but the raw material needs to be transferred into Z:

Zglk, =1. (6)
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Table 2

Mathematical model with data of annual income of the necessary raw materials, raw material

costs per unit (per 1 metric center/quintal) of each type of product,

the profit from the sale of 1 g

Type of raw Annual supply of raw materials in Z , ¢/ Consumption of raw materials per center
maverial | A, i=(LA), I, i=(18) B B, B, B,
4 3000 12 14 16 18
A, 1000 20 20 0 60
R 500 0 10 10 20
A, 200 10 0 10 0
I, (k) 400 11 15 16 17
1, (k) 5000 17 18 19 20
L (k) 700 16 20 21 23
1,(k,) 1400 18 33 32 40
I (k) 800 19 45 44 15
I (k) 900 22 22 14 19
L (k) 1200 13 17 34 8
I (ky) 1400 14 9 0 16
Quantity of products received (yield), ¢ / ha X, X, X, X,
Profit from sales, c.u./ha X, =8 X210 | X;212 | X, 218
15 12 14 19

12-X, +14-X, +16- X, +18- X, <3000;
20- X, +20-X, +0- X, +60-X, <1000;
0-X, +10-X, +10- X, +20- X, <500;
10-X, +0-X, +10-X, +0- X, <200;
11-X, +15-X, +16- X, +17- X, <400;
17-X, +18- X, +19- X, +20- X, <500;
16-X, +20- X, +21- X, +23- X, <700;
18- X, +33-X, +32- X, +40- X, <1400;
19-X, +45-X, +44- X, +15- X, <800;
22-X, +22-X, +14- X, +19- X, <900;
13-X, +17-X, +34- X, +8- X, <1200;

(7

14X, +9-X, +0- X, +16- X, <1400,

X,>0; X,>0; X,>0; X,>0. (8)

Profit from sales, c.u./ ha:

Z=15-X,+12-X, +14- X, +19- X, —> max 9)

Specify how much we will get a profit compared to a task when there is no information.
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Conclusion. Based on the results of research, we formulate a mathematical model of the difference
in the rate of application depending on the agro-biological state of the soil environment. The agro
enterprise has mastered the production of several types of agricultural products, such as four assortments
(rye B,, corn B, , rape B, , wheat B, ), which annually the agricultural enterprise can produce in limited

quantities (because it is a resource!). Annual income of the necessary raw materials 4,, i =(1,4), raw

material costs per unit (per 1 ¢) of each type of product, the profit from the sale of 1 ¢ is shown in the
table 3.
Table 3
Mathematical model of annual income of the necessary raw materials, raw material costs per
unit (per 1 ¢) of each type of product, the profit from the sale of 1 ¢

Type of raw ) Consumption of raw materials per center
material Annual raw material flow, ¢ B, B, B, B, B,
4, W a; ap, a; ay a,;
4, W, ay a, ays ayy a,;
4, W, as as; s as4 as;
A, w, Ay Ay Ays Q44 Ay,
4, W, a; a, a;s aiy e a;
Quantity of products received (yield), ¢ / ha X, X, X, X, X,
Profit from sales, c.u./ha Y, Y, Y, Y, Y,

a“-Xl+a12-X2+a13-X3+a14-X4+...+a1] X, <W;

y - X+ ay -Xotay - Xs+ay X +..+ay,- X, SW,;
Ay - Xy +ag, - Xy +ass-Xs+ay, X, +..+ay,- X, <W;

' 1
Ay - X +ay-Xy+as-Xs+ay, -Xo+..+a,,- X, <W,; M
a,-X,+a, X,+a; - Xys+a, - X, +.+a,- X, <W,.
X,20; X,>20; X;>20; X,>20.... X, 20 ()
Profit from sales, c.u./ ha:

Z=Y-X,+Y, - X, +Y,- X;+Y,- X, +..+Y - X, > max (3)

This is a classic linear programming problem:
PROFIT = INCOME - EXPENDITURE 4)
EXPENDITURE,, S PROFIT/} (5)

Rewrite the problem of linear programming in our case. Let the cost of information (annual) about
the possible yieldis/ . The coefficientsk, , k, ,...,k, provide added value Z of each type of product,
2

at an increment per 1 hectare /, =k, -1 ; I, =k,-1 ;....;1; =k, -1 . Then the table 4 will be the
2 2

2
same, but the raw material needs to be transferred into Z:
8
Dk =1. (6)
i=1
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Table 4
Mathematical model of annual income of the necessary raw materials, raw material costs per
unit (per 1 c) of each type of product, the profit from the sale of 1 ¢ when the raw material needs
to be transferred into Z

Tr);l;ie(;ifarla/w Annual supply an materiaﬁl Z, Consumption of raw materials per center
information o 4 ,i=14), 1, ,i=(8) B, B, B, B, B,
4 WlA an ap, a; ay, a;
A, w,! a,, a, a,, a,, . a,
4, W3A ay a3, Q33 Q34 . a4
A, W4A Ay Ay ays QAyy oy a,,;
4, W, i iy i aiy a;
I, (k) w! b, b, by by, b,
1, (ky) w, by, by, by, b,, bz‘,'
I (ky) W3[ by, by, by, by, b3j
1, (k) w, by, by, by by, b4_/
I (k) Wn] b, b, b, b, bzfi
Quantity of products received (yield), ¢ / ha X, X, X, X, X,
Profit from sales, c.u./ha Y Y, Y, Y, Y,

4.
a, - Xy +a,-X,+a;-Xs+a, - X, +..+a,- X, <W;
A,
ay - Xy +ay Xy +ay - Xy+ay, Xy +..+a,,- X, <W,;
4.
ay - Xy +ag, Xy +ay, - Xy+ay,- X, +..+a;, - X, <WS,

ay-Xi+a, - Xy+a,; - Xs+a, X, +.+a,-X, <w},

4.
a,-Xy+a, - X,+a; - Xs+a, X, +..+a,- X <W/;

7
by - X, +by, - Xy +by - Xy +by - X, +..4b, - X, <W; e
by - Xy +by - Xy +byy Xy +by - X+t by, - X, S W,
by - Xy +byy - Xy + by Xy + by - X, +.+ by, - X, < WY
by X +by - X, +by - Xy+by - X, +..+b,, - X, <W/;
by-X,+b, - X,+by - Xy+b, - X, +..+b,- X, <W/.
X, 205 X,20; X;20; X,20. (8)
Profit from sales, c.u./ha:
Z=Y-X\+Y,- X, +¥,- X;+Y,- X, +..+Y, - X, - max 9)

Specify how much we will get a profit compared to a task when there is no information.
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Mathematical model of the difference of the rate of application depending on the agro-biological
state of the soil environment (our option)
The agro enterprise has mastered the production of agricultural products of A4 type on a certain

agricultural field. Taking into account the content of a certain type of nutrients in the soil ¢, ¢, , ¢;, ¢,
, ---»C;, we obtain the quantity of products with the cost that annually the agro-company can produce

in a limited amount (as it is a resource!), taking into account the nutrient content in the soil from this
area.

To get the planned yieldb,, b,, by, b,,..., b,, it is necessary to apply, accordingly, certain dozes
of nutrients a,,, a@,,, a5, @y5--v5 G5 Qg5 Apys Gy Gogyenvsly; s Ayps Ay Aizy Qygyennsy)s Ay Ay
Ayzs Quureeesly seeny Ay Ay Ay Ay,. .., a, foracertaintype of yield4,, 4,, 4,, 45, 4, ..., 4,

1

respectively, the profit from the application of which isY, Y¥,, ¥;, ¥,, ... ,Y;(Table 5).

Table 5
Expenditures of nutrients are needed to obtain a planned yield
Expenditures of nutrients
Type of raw Profit from Cost of products kg / ha
material sales, c.u./ ha received, c.u./ ha X, X, X, X, X.,-
4, zZ b, ¢ ) €3 Cy ¢
4 Y b, ap a, a3 ay, a;
4, Y, b, a a,, ay; ayy a,;
A, Y, b, a,, a, as;, a, a,
A, Y, b, Ay Ay Ay3 gy e oy
4, Y, b, a, ap a3 iy e a;
This is a classic linear programming problem:
PROFIT = INCOME - EXPENDITURE (4)
EXPENDITURE,, N PROFIT/ (5)

Z=by—(c,- Xj+¢,- Xy +e- Xy+ey - Xy +..4¢,- X)) > max;
bl—(a“-Xl+a12-X2+a13-X3+a14-X4+...+a1./.~X_/.)=Y1;
by—(ay X +ay - X,+ay - Xs+ay X, +..+a,,- X)) =1
b3—(a31-X1+a32-X2+a33-X3+a34.X4+...+a3./-X_/.)=Y3; (D
by—(a, X\ +ay, X, +a, Xs+a, X, +..+a,-X)=Y;
b—(a, X, +a, X,+a, - Xy+a, - X,+..+a,-X)=7.
X205 X,20; X;20; X,20.... X;20 (2)

Profit from sales, c.u./ha:
Z=by+e X+, Xy+eo - Xy+e, - X +.+c, - X, > max 3)

In order to receive the planned yieldb,, b,, by, b,,..., b taking into account the received
operational information about the agro-biological state of agricultural lands with the value ofk, , %, , &,

, ks, k,,..., k, , it is necessary to apply, accordingly, certain dozes of nutrientsa,,, a,,, @5, a,,,-..,

1
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Aj5 Qyys Ayys Qyzs Aygseveslyy A3py Uagy A3y Qygseenslyys Ay Qups Qyzy Quyseeesyjsenes iy iy Ay
> Q... a4 foracertainyield4,, 4,, 4,, 4;, A4,, ..., 4 respectively, based on the data on the agro-
biological state of the soil environment, the profit from the implementation of which isY,*, ¥, , Y;‘ A

, ..., Y" (Table 6).
Table 6

Planning of profit from the sale of the planned yield with the introduction of nutrients, based on
data on the agrobiological state of the soil environment

Value of Cost of consumed nutrients,
Cost of products . .
Profit from . information cu./ha
Type of raw received, c.u. / ha . \
material sales, c.u. / (depending on yield on nutrients
ha > | content,cu./ | X, | X, | X5 | X, | ... | X,
c/ha) 7
ha
k
A, VA b, k, o | e | & | e | | €
k
4 Y, b k, Ay | Ay | G | Gy | e | Gy
k
4, Y, b, k, Ay | Gy | Ga3 | Gy a,;
k
4, Y; b, ks Ay | G5y | Q33 | 3y as;
k
A4 Y4 b4 k4 a41 a42 a43 a44 a4]
k
4, Y, b, k, g | G | G35 | Gy | ... a;;

Let the value of information (annual) about a possible application of nutrients in the soil is%, , &,

, ks, k,,...,k; , which allows for more productivity, which affects the final yieldb,, b,, b;, b, ,..., b,

and, accordingly, the income ¥,*, ¥, ¥, ¥/ ,..., Y'.
Then the table will be the same:
ZF=by—ky—(c,- X, +c,- X, +cy- Xy +¢,- X, +...+¢, - X,) = max
b=k —(a,- X +ay, - X, +a,-X;+a, - X, +.+a,-X)=Y";
by —ky—(ay- X, +ay,- Xy +ay- Xy +ay, - X, +..4ay,- X)) =Y);
b3—k3—(a3l-X1+a32-X2+a33-X3+a34'X4+...+a3j'XI.):Y;k; (7
by—k,—(a,-X,+a, -X,+a, - Xy+ay, X, +..+a,,-X)=Y};

k
b, —k,—(a, X, +a, X, +a; X;+a, X,+.+a,-X)=Y .

X205 X,20; X;20; X,>20.... X, >0 (8)

Cost of the received product, c.u./ha:
b,=S,-U,
where S, - the cost of one center of agricultural products of the species, c.u./ c;

U, - productivity of agricultural products, c / ha.

Profit from sales of products (c.u. / ha):
ZF=by+ky+e - X, +c,- X, +cy- Xy +c, - X, +..+c, - X, > max Q)

Specify how much we will get a profit compared to a task when there is no information.
AZ=Z7"-7 (10)
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To compare the expedient standard of agricultural land cultivation it is necessary:
AZ >,

Data that satisfy this requirement should be used in terms of agricultural production.
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KuiBcbkuii KoonepaTUBHUIM IHCTUTYT Oi3HeCy 1 mpasa,
M. KuiB, Ykpaina

IHTETPOBAHI CUCTEMMU YIIPABJIIHHA TEXHOJIOT'TYHUMUA ITPOHECAMU
Y CIbCBKOI'OCIIOJAPCBKOMY BUPOBHUIITBI 3AJIEXKHO BIJ] HACY
3AIMCHEHHA OIIEPALIINA

Ilpoonema. Haiibinbus nepcneKmMusHUMU Y CLIbCbKO2OCNOOAPCOKOMY BUPOOHUYMEI € IHmMe2po8aHi
cucmemu agMOMAmMuUIHO20 YNPAGIiHHA MeXHON0TUHUMU npoyecamu. Bonu nosunni 3abesneyumu cmeopenus
AKICHO HOBUX MEXHON02Il (IHHOBAYIHUX MEeXHOO02I), AKI MArmv HAUHOGIW eKOHOMIYHI, coyianvHi ma
eKOoN02IUHI NOKA3HUKY. [[Isl Y3a2aibHeHHs pe3Yabmamie NONepeoHix OOCNIONCeHb Uj000 DiGHS BNIUBY DI3HUX
¢axmopie mna eghexmusnicmov SUPOOHUYMEA NPOOYKYIT POCIUHHUYMBA HEODXIOHO BUHAYUIMU OCHOGHI
MEXHONO2IYHT (HOPMA 8HECEHHS, 2NIUOUHA GUPOWYSANHS MOWO), MEXHIUHI (UEUOKICIb, HABAHMAICEHHS OBUSYHA
mouwo) ma opeanizayiiini (Mepminy GUKOHAHHSA, 3A6AHMANCCHHA MAUUHHO-MPAKMOPHO20 azpe2anty) Kpumepii
AKocmi pooomu  CibCbK020CNOOAPCOKUX MAWIUH, 3HAYEHH GNIUGY YUX (hakmopie Ha eeauduny 3i0pano2o
8podcalo (Kinyesuii pe3yivmant), a MAKONC IMOGIPHUL (MOMCIUBUT) PiGeHb eheKmU8HOCmi 3acmoco8y8aHUxX
8IONOGIOHUX MEXHIUHUX MEXAHIYHUX 3AC00i8 I3 KOHMPOILOBAHUM GNAUBOM HA AKICHb MEXHOIOSTUHUX Onepayil.

Memoro naykosoi cmammi € 00TPYHIMYBAHHSL MEMOOON0TUHUX NIOX00I8 00 GUPTUIEHHS OCHOGHUX NPOOIeM
meopii cucmemMHo20 YnpasiinHi MexXHON02IMHUMU NPOYECAMU Y CilbCbKO20CROOAPCLKOMY GUPOOHUYMEBT 3ANEeHCHO
810 NOYAMKY Ma 3aKiHYeHHsl onepayii.

Pesyavmamu. OOtpynmosano inmezposani cucmemu KOHMpOoI0 UPOBAONCEHHS MEXHON02TUHUX Npoyecis
Y CibCbKO2OCROOAPCLKOMY GUPOOHUYMEI, K 3aiedcamv 6i0 NOYAMKOGUX MdA KIHYeGUX MOMEHMI8 udacy
30iticnenns onepayii. 3 Memoio onmumMizayii npoyecie YnpasuinHa Yumu Cucmemamu NpoGeoeHo Y3a2aibHeHHs.
pesyavmamie  00cniodceny 6nAUGY pizHux axkmopie Ha egpexmusnicmv pociunnuymea. Haiieavciusiui
MexHONo2IuHI, mexHIuHi ma opeauizayiini Kpumepii sxocmi podomu  CilbCbKO2OCNOOAPCHKUX MAULUH
BUBHAYAIOMBCSL PA3OM 13 PiGHeM IX GNIUBY HA KIHYeSuUll pe3yibmam — 8eJIUYUHY 3I0PAHO20 8POXCAI0, A MAKOIC
MOJICIUBUTL  piGeHb  eheKMUBHOCMI  3ACMOCYBAHHSL  BIONOGIOHUX — MEXHIYHUX  3aco0ie  Mexawnizayii 3
KOHMPONbOBAHUM GMIUBOM HA AKICb GNIACHE GUKOHAHHA CAMUX MEXHOI02TUHUX onepayii.

Haykosa mnosusna. Pozgunymo memooonociuni nioxoou 00 GUPIUEHHSA OCHOBHUX NpoOiem meopil
CUCIMEMHO20 YNPAGTIHH MEXHONIO2TUHUMU NPOYECAMU Y CLIbCbKO2OCNOOAPCOKOMY GUPOOHUYMGE 3ANeHCHO GIO
nouamky ma 3akinuenns onepayii. Ha ocnogi pesynvmamie 0ocniodcens copmMynbo8aHO ORMUMATLHY
Mamemamuyry Mooeib Pi3HUYi WEUOKOCIel HAHECEHHS 3ANedHCHO GI0 acpo0ioNo2iuH020 CMAHY IPYHINOB020
cepeoosuya.

Bucnoeku. Bnpoeaooicennss 3anponoHoganux memooOoN02IYHUX niox00i6 00 onmumizayii YApagninHs.
MEeXHONORIYHUMU Npoyecamu y POCIUHHUYMSI 3YMOGNIOE MIHIMI3ayilo eumpam 6upoOHUYMEq, RIOBUUJEHHS.
NPOOYKMUGHICMb npayi ma 3pOCMAnHA NPUOYMKY CillbCbKO20CROOapcukux nionpuemcmes. Ha oymky asmopie
Yb020 OO0CNIONCEHHSA, HEeOOXIOHO pPO32IAHYMU KOHKPEMHUL KIAC KepOBaHux CUCMeM, WO 3a1excamsv Gio
ROYamMK0B020 MaA KiHYego2o cmauy 30ilCHeHHs Onepayiil ma AxKi a0eK8amHo MoOeaI0I0Ms iHMe2poeani cucmemu
AGMOMAMUYHO20 YAPAGNIHHI MEXHON0LIYHUMU NPOYECamUl Y CibCbKO20CHOOAPCLKOMY UPOOHUYMEI, 30KpeMd 6
POCTIUHHUYMGI. 3a80aHHA YNPAGIIHHA MAKUMU CUCTEMAMU Oewo GIOPIZHAIOMbCA 8i0 MPAOUYITIHUX 3A60AHb
VAPAGAIHHA (KIIOUAIONU ONMUMANbHI) MA NOG A3aHi, Hacamnepeo, i3 NIAHYBAHHAM pOOOMU KONICHOT 3 Yux
cucmenm.

Knrwouoei cnoea: inmecposani cucmemu YRpaGNIiHHA, MEXHOJNOIYHI NPOYeCH, CilbCbKO2OCHOOAPCHKe
BUPOOHUYMBO, 3AIEICHICTb, NOYAMKOBI MA KiHYeGl MOMeHMU YHKYIOHYBAHHSL / eKCHIYamayil.

Qoeporcano peoaxyicro. 25.02.2020
Ipuiinamo oo nyb6nixayii: 04.05.2020
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